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SA1 Introduction

This section introduces the notation and links it with the one used in the main text, sets up the statistical
framework, and enumerates the assumptions we rely on throughout this supplement.

SA1l.1 Notation

In this Supplemental Appendix, we use n to denote sample size and h = h,, to denote a bandwidth sequence
where we omit the dependence on n to ease notation. Moreover, h denotes a generic bandwidth (e.g. h = h_
or h = h, depending on the context).

Linear algebra. Throughout the text, e, denotes a conformable vector of zeros with a 1 in its (v + 1)-th
element, which may take different dimensions in different places, 0y and ¢y, are the k-dimensional zero and one
vectors, respectively, I, and 0y ; denote the k x k identity matrix and a k x 7 matrix of zeros, respectively, ®
indicates the Kronecker product, tr(-) is the trace operator, and diag(x) yields a square diagonal matrix with
the elements of x on its main diagonal. With a slight abuse of notation, we denote with v = (vf, ... vk)
the element-wise power for vectors v € R”. The maximum and minimum of two real numbers a and b are
denoted by a\Vb and aAb, respectively. We let |-| denote the Euclidean norm, [A]? =", > la;;|* = tr(A’A).

Finally, for some ¢ € N, with C? we denote the space of functions that are g-times contlnuously differentiable.

Asymptotic statements. For two positive sequences {an}, s {bn},, we write a, = O(b,) if IM € Ry, :
a, < Mb, for all large n, a,, = o(b,) if lim, ,o a,b,! = 0, and a,, < b, if there exists a constant C' such
that a,, < Cb,, for all large n. For two sequences of random variables {4, }, ,{By},, we write A,, = op(By)
if Ve > 0,lim, o P[|[A, B, Y| > €] =0 and A, = Op(B,,) if Ve > 0,3 M,ng € Ry, : P[|A, B, > M] < ¢,
for n > ng. We denote convergence in probability with £, and convergence in distribution with ~». We
denote (possibly multivariate) Gaussian random variable with N(a, B), where a denotes the mean and B the

variance-covariance.

Causal Model. We now describe the population causal model. The outcome variable is
Y=T-Y(1)+(1-T) -Y(0),

with (Y(0),Y (1)) € R? denoting the potential outcomes and 7' := 1(X > ¢) denoting treatment status.
We denote the vector of covariates with W &€ Rd7d € N. We stress that, as the notation suggests, W is
interpreted as a pretreatment vector of covariates.

In sharp RD designs, T = 1(X > ¢), where X € R denotes the running variable and ¢ € R is the cutoff.
Throughout, Fr(-) denotes the cumulative distribution function (cdf) of a random variable R and fg(-) is the
density of R with respect to the Lebesgue measure. We denote with f(-) the density of the running variable
X.

We further define

Y=Y, Y], W= [W, Wy, W,
w(z) = E[W;|X; = 7], pww () = E[W;Wi|X; = z],
MWz(x) [ ZEIX - .13} HW, W (x) :E[WiZWiﬂXi = JZ], f’] € {1"" ’d}v
v (2, w) = [ (0) | X; = 2, W, = w], py+(z,w) =E[Y;(1) | X; = 2, W, = w],
i) (w,w) = —— E[Y;(0) | X; = 2, W, = w], uy+<x,w>:%w<l>\Xi:z,wizwL
V(e w) = { ( )| Xi =2, W, = wl, oy (@, w) = V[Y;(1) | X; = 2, W; = W],

and oy, (2) = pww (z) — pw () pw (z)".



Let ry(z) = (1,x,...,29) be the polynomial basis of order ¢ € N and let
rp,s (U, W) = (rp(u)’, W' @ ry(u)).
For a generic kernel function k(-) let
K(u) =1(u < 0)k(—u) + 1(u > 0)k(u)

and
Kp(u) = 1(u < 0)kp,_(—u) + 1(u > 0)kp (w), kn(u) =k(u/h)/h, h=(h_,hy).
Finally, we also define the following matrices

0

A_, = f(e) / K (u)ry(u)ry(u) du, Ay s = f(c)/K(u)rp(u)rs(u)’du,
0

— 00

and

[1]
[1]

0 o]
—ps = [f(c) / K2(u)rp (u)rs (u)/ du, Tops = f(c)/KQ(u)rp (u) rs (u)/ du.
o 0

SA1.2 Setup

Formally, the RD estimators with treatment interactions can be obtained from a “long” regression, i.e.,

r, (X; —c¢) l a_| (Wi®rS(Xi*C)), ¢ 2K (X;—¢)
at (Wi & rs(Xi - c)) by e

n
~

9, s(h) ;= argmin E Y, —
afva+eRl+pa =1
£_ .6, cRICTS)

& p(h-)

5, () = f-,p,sm_) _ §_,s<h_> e
9y ps(hy) ayp(hy)
Ars(hy)

+

W
>

+

In what follows, we define m := d(1 + s). The regression above has orthogonal regressors. Indeed, it has
a set of regressors that pertains to estimation to the left of the cutoff, i.e., (1(X; < o)rp(X; — ), 1(X; <
Wi @rs(X; —¢)'), and a second set of regressors that refers to estimation to the right of the cutoff, i.e.,
(I(X; > orp(X; — o), L(X; > )W} @ rs(X; —¢)'). Accordingly, by the partitioned regression theorem,
the least squares coefficients in the “long” regression are equivalent to the least squares coefficients in the
following “short” regressions:

—~ o (h n
e = | 2P Cargmin 31 (X < 0) (¥ — 1y (X — ) a— (Ws @ ra(X; — ) ) K (Xi— ),
o As(h) acR'*?, 7
£LeR™

5 e ] NN S (Ve (X ) (W ave)? -
Oy ps(h) = [ o o(h) = ii%ﬁin; 1(X; >¢) (Yl r,(X;—c)a— (W;rys(X; —¢)) E) K, (X; —¢),
LeR™

which can be equivalently written in matrix form as

O_ps(h) =H L WTTL (WY _,u(h),  9p,.(h) = HL(WTTL (Y4 ,(h),

Dp,s



where the hessian and score matrices are defined as

~

f‘—m,S(h) = Rp,s(h)lK— (h)Rp s(h)/n, T—,p,s(h) = R;v s(h)/K_(h)Y/n,

) )

f‘-hp,S(h) = Rp,S(h)/K-i-(h)Rp,S(h)/nv T-i-,p,S(h) = Rp S(h)/K+(h)Y/n,

where
1) (57)'] vy (572) Wier, (57)]
r Xo—c\’ r Xo—c)/ W/ [ Xa—c)’
R, (h) =  (55) . Ryu(h) = PG When (5 :
Xp—c\’ Xp—c\’ / Xn—c
_rp( h )—n><(1+p) _rp( h ) W"®rs( h )—n><(1+p+m)

with the scaling and kernel matrices defined as

H,(h)  O(11p)xm
H,,(W=| " (Len) , H,(h) = diag(h’: £=0,...,q),
Omxap) Ta® H.(h) (14+p+m)x (1+p+m)

K_(h) =diag (1(X; < o)kp(X; —c¢):i=1,...,n), Ki(h)=diag((1(X; > )kp(X; —c):i=1,...,n).

In what follows, we mostly refer to the RD estimator to the right of the cutoff, 5+,p,s(h), but everything
follows symmetrically for the other RD estimator to the left of the cutoff, ¥_ , s(h).

We focus our attention on estimators of the following form:
iu,p,s(h) = é/u(ﬁ-F,;D,S(h-‘r) - "‘9—4’75(}1—))3 Ve {07 ]-a Y A S}a

where

e, =

VIp+1eV
viLg ®Is11e,

is the vector which extracts the (v 4 1)-th term in the polynomial basis in (X; — ¢) and the (v 4 1)-th terms
in the interaction between such basis and W;. The identity matrices are there just to stress the different
dimensions e, takes in different places.

Example 1. Suppose d =1 and v = 0, then

804, = eai,(h) +  eXii(h) .
S——— —

coefficient on (X;—c)  coefficient on W;-1(X;>c)

and ~
e, 0 ,s(h)= ea_,h) + e, A s(h)

—— —_———
coefficient on 1(X;<c)  coefficient on W;-1(X;<c)
If instead v = 1, then

é;{g\ﬁp,S(h) = e;ahp(h) + e:zx+,s(h) )
N— ——

coefficient on (X;—c)-1(X;>c) coefficient on W;-(X;—c)-1(X;>c)



and N N
&,9_ps(h) = e, p(h) + e, A s(h)
————

—_——
coefficient on (X;—c)-1(X;<c)  coefficient on W;-(X;—c)-1(X;<c)

Moreover, let
—c
h

Xi—C
h

X,
9%, (h):= argmin E []l(Xi <c)K < L
w7 teRITpt+m

) 0516 - e W02

*
19+,p,s

(h) := argmin E {n(xi > oK (

teR1+p+7n

> (Yi —rps(Xi — ¢, Wi)'t)ﬂ :

be the fixed-h best linear mean square error predictors of E[Y;(d) | X; = ¢, W,],d € {0,1}, i.e.,
—1
_ X’L — C XZ —C X’L —c !
19171775(}1) = Hpé(h)]E l]].(Xl < C)K ( A ) I'p7s <h7Wz> rp,s <hvwz> ] X

X — X, —
E |:]1(XZ < C)K <th) Ips (th,Wz) My<Xi,Wi):|

=H, (M E[_,(h)] " E[Y— (R,

T UTDs

and

* - X;—c X;—c X;—c !
94, (k) =H_ L(h)E l]l(Xi > oK ( ; ) Tps (h,Wl) rps (h,Wz) ] X

E {11()@ > oK (X"h_ C) Ty, <Xh_cw> uw(xi,wi)]

= H_l(h) E[f‘Jr,p,S(h)]_l E[?+,p,8(h)]-

SA1.3 Assumptions

In what follows, we state all the assumptions we rely on to prove the results in this supplemental appendix.
Assumption 1 in the main text contains Assumptions SA1, SA2, SA3, and SA5, whereas Assumption 2
coincides with SA4.

Assumption SA1 (Sampling). {(Y;, X;, W})'}_, are independent draws from (Y, X, W')’.

Assumption SA2 (Density of Running Variable). The Lebesgue density of X; is continuous, bounded, and
bounded away from zero.

Assumption SA3 (DGP). Fort e {0,1} and k € Ry, with —k < ¢ < k and for all z € [k, k],w € R? :

(a) E[W; | X; = z] is continuous and E[W,; W/ | X; = x] is continuous and invertible.

(b) E[Y;(t) | X; = x, W; = w|is g-times continuously differentiable in x and continuous in w for q¢ > 1.
(c) V[Y;(t)|X; = x] and V[Y;(t)|X; = x, W; = w]| are continuous and bounded away from zero.

(d) E[|Y;(t)|*X; =z, W; = w] is continuous in both arguments.

(e) E[[W;|*|X; = ] is continuous.

(f) E[W,; V[Y;(t)| X;, W;] | X; = z] and E]W, W, V[Y;()| X;, W;] | X; = z] are continuous.

(9) T_ ps and Ty , s in Equation (3) are positive definite matrices.



Assumption SA4 (Identification). For k € R, with —k < ¢ < k and for all x € [—k,k],w € R? the
expectation of Y;(t),t € {0,1} conditional on (X;, W;) is

po(aw) = a_ (@) + A (@)W, pp(e,w) = as (@) + A (@)'w,

where A_(z) = (A_1(x), -, A= q(@), Ax(z) = Apa1(z), -+, A q(x)), and a_(z),ar(z) € C?, and
Ao o(), At (), € CY forall € € {1,--- ,d} for some g € N.

Assumption SA5 (Kernel). The kernel function k(-) : [0,1] — R is continuous and nonnegative.

In words, under Assumption SA1 the sample is composed of independent draws from an underlying population
of interest. Assumptions SA2, SA3a, SA3c, and SA3f are technical conditions on the data-generating process
(DGP) we rely on when we establish convergence rates and characterize the probability limits of interest.
Assumption SA3g is a standard assumption in least squares which requires the probability limit of the Gram
matrix to be positive definite. Assumption SA3a also establishes that W can be thought of as a vector of
pretreatment covariates. Assumption SA3b is necessary to Taylor expand the conditional expectation of the
potential outcomes and characterize the smoothing bias. Assumptions SA3d and SA3e are standard bounded
absolute higher-order moment conditions that make the Lyapunov condition satisfied and allow us to invoke a
Lindeberg-Feller central limit theorem to show asymptotic normality of the RD estimator. Assumption SA4
imposes a partially linear (in W) structure —locally at the cutoff- on the population conditional expectation
of the potential outcomes which we rely on when attaching a causal interpretation to the probability limit
of the RD estimator. Assumption SA5 states standard technical conditions on the kernel used in the local
polynomial regression.

SA1.4 Mapping between Main Text and Supplement

In the main text, we present all the results using the long regression with p =s=1
Y; onto (rp(X;—c),Tirpy(X; —c),W;r(X; — ), TTW,@r(X;, — ), (1)

which aligns with the classical way of thinking about linear regressions. Indeed, this representation allows
us to readily interpret the coefficients on the terms interacted with 7T; as specific differences between treated
and control groups.

In this supplement, we set up the problem as the long regression
Y; onto ((1—T)r,(X;—¢),Tiry(Xi—¢),(1—T)W,@r,(X; —¢),TIW,@r,(X; —¢)). (2

This is equivalent to (1) in that the predicted values and the residuals of these two regressions are the same.
However, the regression coefficients in (2) have a different interpretation than those in (1). For example, the
coefficients on the terms interacted with 7T; do not describe differences between treated and control groups
but rather capture only moments of the treated population. On the one hand, (1) allows coefficients to be
directly interpreted as long as differences between treated and control are of interest. On the other hand, as
we already stressed in Section SA1.2, (2) can be written as two separate “short” regressions with orthogonal
design matrices, making statements and proofs less cumbersome from a notational standpoint. For this
reason, we rely on (1) in the main text and on (2) in this supplement.

Table SA-1 maps the notation used in this supplement with the one used in the main paper. Dependence on
h is omitted to simplify notation. For the MSE constants, we will use the relationship

—eplpi1 0,
S(h) = M9, 1(h) =M O pslh-) M = Oax(pr1) —(ta®ILsyre0)
=M1 (h) = . , =
O ps(hy) eplpi1 0,

Oax(p+1)  (ta®Isi1e9)



Table SA-1: Mapping between main text and supplement notation.

Main Supplement
FEstimands
a() a—()
o) ot () —a-()
AC) A-(")
£() Ap() = A=()
S (a4 (0) — a—(0), A4 (0) = A_(0)")
FEstimators
a e)a_
0 el (ay —a_)
3:\\ (Ld ®Is+1e/0\)/3\\_/\
3 (a ® Lsp1€0)"(Ay — A)
3 e,V —9-11)
w1 ela_
W ej(ay —a-)
w3 (tq ®IS+1el)/3‘_A
Wy (ta @ Ispren) ( Ay — A2)
Constants
Bs SIM(BEE],M + BE},1,1 - B[B],l,l + B[—1],1,1)
Vs 5/M<F;}1,1V+,1,1F;,11/,1 + I‘:711,1‘77,1,11_‘:,11/,1)1\/[/5

We conclude this section by mapping the results in the main text with the proofs in the supplement:

e Theorem 1 is a particular case of the results proved in Section SA2.4 with p=s =1 and v = 0;
e Theorem 2 follows from the results in Section SA2.6 with p=s=1,vr =0, and €, = s;

e Theorem 3 is a particular case of Corollary SA-5 with p=s=1and v = 0.

SA1.5 Auxiliary Lemmas and Quantities

In this subsection, we introduce a series of auxiliary lemmas and quantities we rely upon in the rest of the
supplemental appendix. We heavily rely on the next lemma for asymptotic statements.

Lemma SA-1. Let A,, be a sequence of random matrices with finite first two moments. Then

A =E[Ay] + Oz(|VIAL)'?).
[Proof]

The next lemma handles the Gram matrices
A_ ps(h) =Ry(h)K_(h)Rs(h)/n, A ps(h) =Ry (h) K (h)Rs(h)/n,
and shows the object concentrates around in probability and the rate at which such concentration occurs.

Lemma SA-2. Let Assumptions SA1, SA2, and SA5 hold with k > h. If nh — oo and h — 0, then

A_,o(h) = A_,(h) + Op(1/Vnh), A po(h) = Ay po(h) + Op(1/Vnh),



with

[Proof]

In the next lemma, we give conditions for the asymptotic invertibility of f_,p,s(h) and f+7p75(h), thereby
making local polynomial estimators well-defined in large samples.

Lemma SA-3. Let Assumptions SA1, SA2, SA3, and SA5 hold with k > h. If nh — 0o and h — 0, then

ff,p,sm) = f‘ap,S(h) + Op(l/\/%), er,p,S(h) = f‘Jr’p’S(h) + Oﬂ"(l/m),

where
f‘_%s(h) — "if,p,p(h) (3'7,2(]1) 7 f+,p,s(h) — ji+,p,p(h) (j'+,2(h) ’
G_2(h) G_3(h) Giz2(h) Gig(h)
where
0
G_s(h) = / K (u) [pw (uh + ¢)' @ 1p (u) 14 ()] f(uh + c) du,
Gra(h) = [ K(w) [ (uh+ o 5, () v ()] F(uh-+ ) du,
’ 0
G (h) = / K (u) [pww (uh + ¢) @ s () v (0)'] f(uh + ¢) du,
Gy s(h) = / K () [pww (uh + ¢) ® 1 () T ()] f(uh + ) du
Last, _ _
I ps(h)=T_,s{1+0(1)}, Ty ps(h) =T4 {1+ 0(1)},
where
A—,pp G—72 A+,p7p G+,2
Tps = G, G_,J e G, G+,3] ’ (3)
with

A= 1) [ Ky du, Ay = f0) [ K@y, (o) du

G—72 = HQ/V ® A—Jhs’ G+72 = :u’g/V ® A+7P787
G_s3=pww @A_ ., Gis=pww @ AL,



[Proof]

To have a more compact notation, we introduce the following quantities for integers p, s,a € Ny:

Xi—C7Wi Xi—C a+17
h h

~

The following two lemmas characterize the asymptotic properties of E_7p7s,a(h), Cipoalh), @ pea(h), and
@+ p.s,a(h). These results are used below to guarantee that the “constant terms” in the MSE expansions are

asymptotically well-defined.
Lemma SA-4. Let Assumptions SA1, SA2, SA3, and SA5 hold with k > h. If nh — 0o and h — 0, then

Cpsalh) = E a(h) + 0e(1/Vnh),  Cipaalh) =Cipaalh) +O0p(1/Vnh),
‘A/O\*,p,s,a(h) = ¥P-.ps, a( ) + OP(l/r) ‘;5+,p,s’a(h) = ‘»F’ZJr’p’S,a(h) + O]p(l/\/?%),

with
0
Coalh) = E[Ea(h)] = / K ()0 (u, gy (uh + ¢))u f (uh + ¢) du,
Copoalh) :=E[Cspsalh)] = / K (u)ry, s (u, gy (uh + ¢))u fuh + ¢) du,
0
0
_ _ B rp(wpw(uh+c) |
Fopsalh) = B poa) = [ | WOt un )
~ o 7 rp(wpw (uh+c) |
Prpoalt) = ElPrpsa(h)] = O/ KO b 40 @rauy|© T du
Last
Cﬂp,s a(h) = Cf,p,s a{l + 0( )} g+,p,s,a(h) = CJr,p,s,a{l + 0(1)}a
g0,7p75 (h) P—.p,s a{l + 0( )} ‘Z%p,S,a(h) = 90+,pys,a{1 + 0(1)}7
where
0 (e
C*,p,aa - / K I';D S(u NW) atl du CJr,p,s,a = f(C) /K(u)rp75(u, NW)ua+1 du7
0
r o 7 r, (1)
sa=1[ K(u w u‘”ldu7 sa=flc K(u pi®Hw w1 du.
/ A #rpsa =110 / (W LWW .

10



[Proof]

SA2 Main Results

In this section, we mostly focus on the RD estimator to the right of the cutoff as everything holds symmet-
rically for the RD estimator to the left. All the lemmas and main results are reported for both estimators.

The RD estimator with interacted covariates to the right of the cutoff is defined as

9 (k) := argmin Z (X; > oK (Xih_ c) (Y —rps(Xi — ¢, W) 't)2

t€R1+P+m

To analyze the statistical properties of the RD estimator with interacted covariates {9\+7p7s(h), we take ad-
vantage of the following decomposition:

~ _ X Xi—C
D ps(h) = Hy (WE, nhZ 62 0 (575 ) (S5 W) v

* — X Xi—C
=% (h) + H, L (W7 nhz (X; > oK ( - )rp75<h,Wi)u+’i(h),

where 9%

% p.s() the fixed-h best linear mean square error predictor of E[Y;(1) | X; = ¢, W;] and

ugi(h) :=Y; —1ps (Xi — ¢, W) 9% ((h)
is the fixed-h f>-projection residual. This decomposition gives us
Dy ps(h) = 0%, () = H L (WTTL (WL o (R),

where

1 ~ Xi —C Xi —C
L+7p75<h) = E Z ]l(XZ Z C)K ( n ) rp,s (h,Wl> U+’7;(h).
i=1

SA2.1 Asymptotic Approximation and Asymptotic Variance

Lemma SA-3 shows that f‘Jﬁp’S(h) is asymptotically invertible. This Lemma takes care of the “denominator”
of the RD estimator by showing that

T ,.(h) =Ty, +o0(1)+ Op(1/Vnh).

Coming to the Ly , ;(h) term, first note that E[L. , ;(k)] = 0 because of the properties of f5-projection
residuals. Regarding the variance of this term, the next lemma shows that V[Ly , s(h)] is O(1/vnh). Then,
it follows that Ly , s(h) = Op(1/vnh) by Lemma SA-1.

Lemma SA-5. Let Assumptions SA1, SA2, SA3, and SA5 hold with k > h. Then, for fized h > 0

Ly b)), V[Lyp.(h)] =

V[Lf,p,s(h)] = %

LV b,
Furthermore, as nh — oo and h — 0

V_opsh)=V_,{1+01)}, Vipsh)=Vy,s{l+o(1)},

11



where [V_ ps| < oo and [V ps| < o0o.
[Proof]

Typically, we are interested in estimators of the form é;1§+7p7s(h+). By Lemma SA-3 and Lemma SA-5 and
Slutsky’s theorem, we know that

Vih2 L, (D4 s (h) = 0%, (1) = V&, TLL, (W)L s (h) = Op(1).

The next theorem shows that the term above is not only bounded in probability but also converging in
distribution to a Normal random variable.

Theorem SA-1. Let Assumptions SA1, SA2, SA3, and SA5 hold with k > h. If nh — oo and h — 0, then

VhH, o (h) (9 p.s(h) = 9%, (1)) ~ N(O14pia, R p.s),

~ s
\ nth,S(h)(79+,p,S(h) - ﬁf&-,p,s(h)) ~ N(01+p+d7 Q+,p,8)7

with
Q_,, =0, v,V Q. =rt v, v

P —,p,8? +,p,s +,p,8?

where _ , s and Q4 ,, s are positive definite matrices.

[Proof]

Corollary SA-2. Let the conditions in Theorem SA-1 hold, then for v € {0,--- ,p A s}:

Vah2F 1 (9_ o (h) — 9%, J(h)) ~ N(0,V_ 1 p4),

—P,S

\ nh2y+1é;/({§+,p78<h) - ﬂi,p,s(h‘)) ~ N(0, V+,V,p,8>7

where
e v/ o N v/ o
V_vps i =€,0_ 56, Vivps =€, p €.

SA2.2 Variance Estimation

To estimate the asymptotic variance of the RD estimator, we propose the following plug-in estimator

~

o~ o A7 o~ _ /\./
VJr.,V,p,S(h) = e:/F+,lp,s(h)V+,p,S(h>F ! (h) &,

+.p,8

= 1 X1 —C Xl —C X1 —C /A
Vi) = o 3 s 106 2 O (= ey (B W (B W)

with @y s (h) := Y; — 1p o (X; — ¢, W) D4 o (h).
The weights w4 ;(h) allow for different HC-type estimators. Namely,

HC, HC, HC, HC;
N_ 1 1
w_’i(h) 1 N*_2tr(Q*,p,s)+tr(Q—‘p,sQ—‘p,s) 1-L4 (1*L+,i)2
wy(h) 1 Ny 1 1
+,i Ny —2tr(Q+ p,5)Ftr(Q+,p,sQt p,s) I-Lyi  (1-Ly,)?
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where

n

N_::Z]l(Xi<c) and N+::Z]l(Xizc),

=1 i=1

Q_ s, and Q4 , s are the “projection” matrices used to get the estimated residuals and are defined as,

Qpe =Ry (W7 Ry (WK _(R)/n, Qi p. =Ry (WL Ry (h)Ky(h)/n,
and
L_,;:= e;Q—,p,seia Li;:= 9§Q+,p,sei,

which denote the leverage of each observation.

Theorem SA-3. Let the assumptions of Theorem SA-1 hold, then

—~ P ey P
V_ovps(h) —V_ s Vivps(h) — Vi ups
[Proof]

Define the standard error of the RD estimators as

1 1/2 A 1/2
)= (Vo) o i) i= (V)

The lemma above naturally yields the following corollary via Slutsky’s theorem.

Corollary SA-4. Let Assumptions SA1, SA2, SA3, and SA5 hold with k > h. If nh?®**1 — 0o and h — 0
then for v € {0,1,...,p A s}
0 s (MO s(h) = D%, ()~ N(0, 1),

&;}V,PyS(h)éllj(aJ"vva(h) - ﬁi,p,s(h‘)) ~ N(Oa 1)

Clustered Data

In the case of clustered data, the extension of the above results is immediate. The only difference would
be reflected in the form of the “meat” matrices V_, , 5, and V ., 5, which will ultimately depend on the
particular form of clustering being used. For a review on cluster-robust inference, see Cameron and Miller
(2015) and MacKinnon et al. (2023).

We assume that each unit ¢ € {1,2,---,n} belongs to a single cluster s(i) € {1,2,---,G}, where s :
{1,2,---,n} = {1,2,--- ,G}. Furthermore, we consider an asymptotic regime where the number of clusters
G grows large, G — oo, and dominates the bandwidth Gh — co.

To estimate the asymptotic variance of the RD estimator under clustering, we propose the following plug-in
estimator

HCL (G—1)n &L CcL - 'y
= F F 78]
Vo) = G Ty e (VS5 (S, ()
where
G n
Ve : iE:Ejn () - L(X; > ¢, X; > ¢)x
+,p;8 T Gh =) =

g=1l1i,75=1

13



This estimator, as well as many more, is implemented in our R and Stata software.

SA2.3 Smoothing Bias and Probability Limit

Without further assumptions on the data generating process or on py_(X;, W;) and py(X;, W;), the
probability limit of the RD estimator has a generic best linear mean squared error predictor interpretation.
We need to leverage extra structure to attach more interpretation to this probability limit. In this spirit, we
posit Assumption SA4, which we state again here below for the reader’s convenience.

Assumption SA4. The expectation of Y;(t),t € {0,1} conditional on (X;, W;) is

p—(Xi, Wy) = a_(X;) + A_(X;)' Wy, o (X, W) = o (X5) + Ay (X3) Wy,

where A_(z) == (A_1(z),- ,A_a(@) AL (z) == Apa1(x),- ,Apa(2), and a_(x),ar(z) € CT2, and
A o(®), Ay o(2), € CTT2 for all £ € {1,--- ,d} for some q € N.
Let
a_ ,c a; (e
Vo ps = 7 v Ui = Fal) ; (4)
)\,’S(C) A+,5(C)
where
A a(@)] Aa(@)]
“ (x) )\(75)1(@ O¢+(-T') )\(;)l(ac)
a(—l)(x) st ozs_l)(x) 51
ap@ =1 | A@=] e = @) =
o a) A ala) o) At al®)
L 7P! J L Jrp! i
Ay (@) A, (@)

with a_ p = a_ p(¢),A_ s = A_5(c), a4 p = ay p(c), and Ay s = A4 5(c).

Remark SA-1. Note that Assumption SA4 is without loss of generality whenever W; is a vector of binary
covariates. However, when d > 1 some extra care is needed in constructing W;. Indeed, suppose that we
have two binary covariates V; and U;, then d = 3 and W, = (V;, U;,V; - U;)’. L J

Consider the following decomposition
Hy, o (h)(F4 p,s(h) = D4 p.s) = Hp s (1) (04 ps(h) = 9%, ((R) + Hy o (R)(F7 , o(h) — Dy p.s)-

From Theorem SA-1, we know that Hp,s(h)({9\+7p7s(h) — 9%, s(h)) = Op(1/vnh). In what follows, we show
that the second term is of order Op(h!*P"*). Throughout, we consider an asymptotic regime in which this term
is negligible with respect to the first term. It is precisely in this spirit that we will refer to 19j_7p75(h) -V

as a “bias” term. The next lemma shows that the leading term of the bias is of order O(h1+P"%).

Lemma SA-6 (Smoothing Bias). Let Assumptions SA1-SAS hold for some ¢ > 2+pV s and with k > h. If
nh — 0 and h — 0, then

ﬁt,p,s(h) - 19—4%9 =
H—l(h) (hl-‘rpﬁ[g]’p(h) + h2+p]§[£)],p+1(h) + hl-&-sﬁ[j]’s(h/) + h2+s]§[71]75+1 (h) + O(h2+p/\s)) 7

p,s
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19:—,p,s(h) - 19+,p,5 =

H, () (BB, () + h27BY L () + B () + B () + o(h20)).

where
B, () = f:}p,s<h>6_,p,s,a<h>‘“(f f)fff 5 FCQ(S” r)l()‘? B,
BY, (h) = f+}p,s<h><§+,p,s,a<h>“<f r)l()? - F#p,sg,p,s,a“g 11)1(;,) BY.
B 00 = F, 008 im0 2 0
B, (h) = f;}%s(h)@,p,s,a(h)m - r;},,,sm,p,s,am - B,

[Proof]

The following corollary follows naturally from Theorem SA-1 and Lemma SA-6.

Corollary SA-5. Let the assumptions of Lemma SA-6 hold. If nh***t! — 0o, h — 0, and nh?®")+3 — 0,
then

\/Wé;,(’b\f,p,s(h) —9_55) ~ NO,V_,,5),
Vnh2 A1 (D o(h) — Oy pg) ~» N0, Vi ),

where
Vo vps = éluﬂ—ypyséw Vivps = é/uQ+,pyséw
with
—1 —1s —1 —17
Q—JLS = F—,p,sv—,p,sr—,p,sv Q-hpvs = I‘+,p,sv+7p7sr+,p,sv
and where
0
rp (u) rp (u) Eloy_ (Xi, Wi) | Xi = ] E[Wioy_(Xi, W) | Xi = | @rp (u) 1 (u)’

Vo= 10 [ K [

oo

Vi =10 [ K [

0

rp (w)rp (v) Blod (Xi, W) | Xi = (] E[Wjo3 . (Xi, W;) | Xi = ] @ rp (u) rs (u)’
EWio3  (Xs, W) | Xi =] ®@rs (u)1p (v) E[W,Wiot (X, W;) | Xi =] @15 (u) rs (u)

are positive-definite matrices.

SA2.4 Consistency

Using Lemma SA-5 and Lemma SA-6, we have

~ 1 .
(1) (D (1) = 0 = 00 (00002

~ 1 s
Hyo () (0 s (h) =00 ) = O <m + hrt ) ,

thus if nh — oo and h — 0, then ﬁ,ypys(h) = Y_ . and 5+,p,s(h) N V4 ps-

15

E[Wlaff,(X“Wl) | Xz = C] Rrs (u) rpy (u)/ E[W[VV;O’%?(XZ, W;) ‘ XZ = C} Rrs (u) rg (u)

] du,
!

] du

I



Typically, we are interested in estimators of the form é’ug_ypys(h) or éi,1§+,p,s(h). In this case, we get

v 9 1 s—v
e:/ (19*117,8(}") - ﬁf,p,s) = Op (\/W + piteA ) ,

~ 1

v/ o _ 14+pAs—v

&, (19+7,,75(h) m,p,s) = Op (W +h ) .
In an asymptotic regime where also nmin{h_, hy }2*** — oo and h — 0, then &,9_ , ,(h) = é,9_,, and
o3 Py
el/’l9+71075(h) — euﬂ'hpxs'
Define R R

Xvp,s(h) =&, ("9+,p,5(h+) - 19—,p,5(h—)> » Xupys =€, (D ps — 0 ps) -
Then
1

Vvnmin{h_, hy 201

X\V,p,s(h) - Xu,p,s = OlP’ ( + max{h,7 h+}1+p/\s—u> )

~ P
and Xy p,s(h) — X p.s-

SA2.5 Causal Interpretation of the Probability Limit

Before delving into this section, we redefine the “extractor” vector as

o vilprie,,
Crpvw =
Vw!lfd ® Is+lel/w

to be the vector extracting the (v, + 1)-th term in the polynomial basis in (X; — ¢) and the (v, + 1)-th terms
in the interaction between such basis and W;. Furthermore, we define €, . = I}, q€,,, to be the vector
that extracts only the (v, + 1)-th term in the polynomial basis in (X; — ¢). We also define accordingly

%

Xvz v ,p,s = eVz,Vw (19+7p75 - ("9*7?75) :

The quantity X, ...p,s has a natural causal interpretation in many cases, which depends on the elements
extracted:

1. When d = 1 and W; is binary, we have that

o
Xvayps = 7o BIYi(1) = Yi(0) [ Xy =2, Wi = 0] _

V= r=c
and

8V
Xvwps = 7 (BYi(1) = Yi(0) | Xi = o, Wi = 1] - E[Y3(1) - Y3(0) | Xi = 2, Wi = 0])
In other words, if a researcher is interested in the conditional average treatment effect (CATE) for the
two sub-populations defined by W; € {0,1}, then the first element of ¥ p, s(hy) —9_ , s(h_) identifies
the CATE for the baseline (W; = 0) group, whereas the (2 + p)-th element identifies the difference in
CATEs between in the sub-population with W; = 1 and the baseline one.

2. When there is more than one binary covariate, say U; and V;, then W, = (U;,V;,U; - V;) to correctly
identify the CATEs in all the sub-populations.

3. If d = 1 and the covariate of interest W; is categorical (e.g., race) or multi-valued discrete (e.g., age)
—i.e., takes on J distinct values (1,...,J)— then the same interpretation offered above holds as long as

16



the covariate is dummied out. In other words, it means that

Wi:(12713a"'aIJ)l7 I] = ]l(WZ:.])7]:2’7‘]

4. If d =1 and W; is a continuous covariate (e.g., parental income), then we still have

9

Xvoy s = 5 E[Yi(1) = Yi(0) | Xi = 2, Wi = (]

)
r=c

but the interpretation of the coefficients on the interaction terms between (X; — ¢) and W; changes as
follows

v= Gw

Xvps = 55— EIYi(1) = Yi(0) | Xi = 2, Wi = u]

where the evaluation point of the derivative in the W-dimension needs not to be specified as this
derivative is constant in the W-dimension by Assumption SA4. The coefficient on the interaction terms
simply captures the change in the CATEs due to a marginal change in W;. This change is assumed to

be linear in virtue of Assumption SA4.

b
Tr=c

SA2.6 MSE Expansions

We now provide first-order expansions for the MSE of the RD estimator. This is crucial to obtain formulas
for MSE-optimal bandwidths. We first start by giving a Nagar expansion of the unconditional MSE. Then,
we provide an approximation for the bias and the variance of the RD estimator, where the approximation
comes from disregarding higher-order terms.

First of all, recall that the RD estimator and the best linear mean square error predictor are

Dy ps(h) =H L AT, (WY 4pa(h), 0%

DyS

h) =H, L (WTL (WX s (h).

71775( »D»S

Consider the following decomposition

&0 pa(h) — (e, W)
= 0 BT () (T () = Do (W H o ()07, (1)) + 8,07, () = 1 (e, W)

= T, (ML o () + 508, (BT (1) = T () Lo () + 8,07, (1) = n (e, W),

Lt,v,p,s(h) Qt,v,p,s(h) B+t ,v,p,s(h)

where we refer to Ly, s(h) as the “linear” term, to Q4+, s(h) as the “quadratic” term, and to B ., s(h)
as the “bias” term. By Theorem SA-1 and Lemma SA-3, we know that Ly, ,s(h) = Op(l/Vnh2v+1)
and Qi ps(h) = Op(1/vVn2h?2+2) = op(L4 1 ps(h)). Moreover, under Assumption SA4, we have that
uﬂf) (e, W;) = &9, , s(h), thus by Lemma SA-6 we have that B ,,,, s(h) = O(R'TP"$=). In an asymptotic
regime in which nh?™P"¢ — oo, we have that Q4 . ps(h) = 0p(B4,ups(h)). Therefore, under Assumptions
SA1-SA4, as n — oo and nh?tP"% — 0o we have

é;(ﬂ-&-,p,S(h) =01 ps(h) =Lt vps(h) + Biops(h) +op(min{ly . ps(h), By ups(h)}).
With this result at hand, we define the first-order approximation of the mean squared error as
MSE[&], (D1 5.5 (h) = D1 p.6)] = E [(Lip,s () + Bivps (0))°] = VILi o ()] + B s ()7,

where the second equality follows from the fact that By , , (k) is non-random and Ly , , (k) is uncondi-
tionally mean-zero. Similarly, we define

MSE[é;({?\—,p,sw) - ﬂ—,p,S)] = V“——,V,p,S(h)] + B—ﬂ/,p,S(h)z
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for the left side of the cutoff, whereas for the difference, we define

MSE[&] (9 4p.s(h) = D s (h) = (91 (h) = - .0))]
= V[L+,V,p,8(h)] + V[Lf,v,p,S(h)] + (B+,V,p,8(h) - Bf,u,p,S(h))Q‘

Under Assumptions SA1-SA5 and relying on Lemma SA-6, the bias approximations for the RD estimators
are given by

B_.,ps(h) =h"tPvBY - (n) 4 pltsv gl

—,U,p,S

B+,u,p,s(h) pltr— VB[O]

B ps(h) +o(pIHEAI=Y),
(h) + BB, (R) + o(n @A),

+,v,p,s +,v,p,s
where
[0] _ &« plol %/ R0l (1] (1] 1]
7V,p,s(h) - e:/Bf,p,s(h) /Bf p,s T B RS2 B~ —V,D,8 (h) B7 P, s(h) B7 P, s(h) - B RS2
0 o 0 0 0 1 o 1 o 1 1
Buvm,s(h) = eIIJBL-],p,s(h) B[—]p s = BE‘LJLS’ BE&-]wus(h) =¢, B[‘r]p s(h)— &, Bg—]p s(h) = BL‘L’JLS'

Furthermore, we define

—V,p,S —,V,p,8

Bowps(h):=1p < )BY, (W) +1(p 2 s)BY, , .(h),  Boops:=1p<s)BY,,  +1(p > 5B
B+’V’p’s(h) ]l( < )BES}VvP»S(h)—’—]]'(p )BE}MP,S(}LL BJr,V,p,s = ]].( p

Under Assumptions SA1-SA5 and relying on Corollary SA-5

1 ~_ o
V“—av,p,s(h)] = WV*,%ILS(}LL V_vps(h ) = yr—,lp, (h’)V*JLS(h)F ,1;;, (h)e,,
1 T-1

Vit s(M] = = Viwps (), Viwps(h) =& (MVips (T (RS,
The variance approximations for the RD estimators are given by

u/ 1 e VA vl —
V_vps(h) = V_yps =€, sVopsIZ, €, Vivps(h) = Vips =€

17 é
+,p, sVJﬁP’ FJr p,s€

With these approximations, the MSE expansions of the RD estimators are given by

~ 1
MSE[éZI(,ﬂ*J%S(h‘) - ,"9*71775)} = h2y+1 V*W,P,S + h2(1+1)/\9 V)B2 \V,D,S)
= 9 1 S—Vv
MSE[&}, (9 p,s(h) — O ,p,s)] = a1 Vs T WROFPNTIBL L s

Accordingly, we define an MSE-optimal bandwidth as the minimizer of the Nagar expansion of the uncondi-
tional MSE.

One-sided Optimal Bandwidths. The MSE-optimal bandwidths are defined as

. 2 1-v) 122
h* wpes = ar%>rroun {WVW%S + p2((prs)+1-v) g2 . S} ,
1 _
h+ vip,s ar% Hém {nhm’“ Vivps+ B2((pAs)+1 U)Bi,u,p,s} 7
>

so, under the additional assumption that B_ , p s # 0 # B4 s, We get

h* L+ 2 Vo | T B 1420 Vi ovps | 5050
—Vsp,S T 2(1+(pA8)—y)nB%upS ) +,0,p,8 2(1+(p/\8)—u)n831,p5 .
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Two-sided Optimal Bandwidth. In this case a single bandwidth is chosen, so h = hy = h_ and the
optimal bandwidth is defined as

h* ‘= arg min (V+,l/,p,s + V*»Vspss) + hQ((IJ/\S)"rl—V) (B‘HV,P,S - B*JAP:S)Q ’

v,p,s
h>0 {”hb“

so, under the additional assumption that By ., s — B_ ., s 7# 0, we get

v,p,s

. [ 1+ 2v Vivps +Venps ] 57080
20+ (pAs)—v)n (Biups —B-vps)? ‘

SA3 Empirical Practice Investigating Covariate-Heterogeneity

To examine common empirical practices regarding heterogeneous effects, we sampled papers from AEA
journals over the past decade. The papers are listed in Table SA-2 below, along with a summarization of how
treatment effect heterogeneity was studied in each, including the empirical setting, the type of heterogeneity,
and details on how estimation and inference were conducted. For full details of each study, please refer to
the original work.

19



"POI9IST[D Sl SIOLI® PIRPURIS O] JI 10 POsN dIv SIOLIS PIRPURIS 1SNJOI JI SUIRIIPUT ‘SUIN[OD OM] [eUY 9} Ul PIYLIOSIP oIe SIOLI0 pIepuels (Al)

*AousToIye I0j papnyour

aIe $109]j9 POXT IO S9)RIIRAOD [RUOTIIPPR JI GJ/SA0D), PUR ‘O[elIeA a1} JO S[aAd] ssoIde A[jurof pajonpuod sem £)eusgors)ay o) JI JUIOL, JJOIND 9} 0} [RD0] PAIONPUOD
ST SISATeU®R 93} ey} S9YedIpul D0, Oy, ‘sisA[eue Ljousforsjoy oyy 10j A[re[norjred wosoyo sem yipmpueq oy} ji A LH-GASIN, Pue ‘yipmpueq rewrydo 1o1ie parenbs
ueew ® I10J GSIN,, ‘YIPIMPUR] Pa)Id[es-PURY ® S9)RIIPUI [RNURIN, 9I9UM ‘PIsN UOIDS[eS YIPIMPURq JOo poyreut oY) syrodel uwmod  JIpimpurg, oY) ‘Uorewyse 104 (1)

*(( 10D, ) snonuiuod Io

‘(PwL],,) pojerar-owry ‘( OSI(],, ) 9J0IOSIP oIt A)1ousSoIa)oy I0J Pasn S9eLIeAod o) J1 ‘Ajoarioadsor ‘SUImoys ‘)G Suwn[od ul pajsi] ST paIpngs st Ayrousforajoy jo odAy oy, (1r)
‘o[qeLIeA SUIUUNI PUR ‘PIIPNIS JUSUIIRII) ‘D[(RLIBA dUIODINO 91} JO SULId) ul Sury1es [edrriduwe oY) PuR UOIIRIIO YY) SAIS sUWN|OD INoJ 939 oY ], (1)

:S910N
2 2 Vs 2 renuey 2 S9100G 1S9],  S[OOYDS 19119 0} SSAOY awoou] ‘sqol 19139 (6T0g) ueULDTITITZ
2 2 2 [enuey 2 2 S9100G 1597, UOIyeONPY [RUOIIRIOA STINYOI JO3 IR I0qR] (2z0g) UaURLITA pue WewI[[IS
N, % N, [enuey s v a8y Jurreyg 1s0) juLKIR UHeay ‘uorezirin
2 2 2 renuey 2 2 S9100G 1S9],  S[OOTDS 19339 0 SSAIIY QOURULIONDJ JTWIPRIY
2 M 2 Tenuely M N a8y Q0URISISSY [RIOURUIL ] SOUI02IN0 I (£20g) Te 10 our
2 2 2 2 ASIN 2 S9100G 1597, apeid 10119] IOYSIH 90101 0[N SOTWOUOIH (T203) Te 10 wemHON
2 2 2 renuey 2 S9100G 1S9, uoryeqoid drepedy 90URULIONSJ JIWAPRIY (0102) "Te 30 T
2 M 2 renuegy M reryedg I9yeM O} SSE00Y sygoid ‘uorydopy uoryeSLiIf
N A HSIN N a8y 3uran( oSeuoaq], sIo1ARYD( ANSLI ‘AY[RIIOIN
2 2 renuey 2 a8y Surreyg-1so)) juerieJ UOIYRZI[I)() OIRIY)RO
2 2 2 ASIN 2 2 a8y sygeuaq uotsuad orqnd IotARYR( JUAWRINY ‘sSutaeg  (F707) vzt
2 2 2 2 renuegy 2 2 UISTRI 910\ JuSWedI0J UL INI(] 90US[OIA PYR[RI-SNI] (¢102) 11°A
2 2 2 QUON 2 M uoryendod SONUAASI JUSUITLIDAOL) Aqrrenb ‘uorydniiod Tesryrod (£102) e 90 ofo1g
2 2 2 HASIN 2 uoryendog UOIIONIISUOD PROY JuowdooAdp OTIOU0DH (0Z20z) pesosoN pue 10ysy
2 2 » HALH-ASN 2 UISTRIN 910\ IoAOTINY TR0 Aoeroneang redorunyy
QUON 2 19A9] A310A0J Q0URISISSY [RIOURUT ] UOTRZI[IN 3IRIY) RS
4278M)) 1SNQOY 7@.«\390 quror D20 YIPIMpuUDg U0y duwi, 9syq | 4 buruuny JUULDAL], 2wW0INO)
‘SAAF] PG UOYDULLSTT fiprouabosaa fy

ALH-QY -of 2uovsg porudwg :g-vs OIqeL

20



SA4 Proofs

SA4.1 Proof of Lemma SA-1

Proof. Here, for simplicity, we just prove the lemma for the scalar case. By Markov inequality, we have

Efl4, —E[An]l] _ VA2

M P(|A, — E[A,]| > M) < )
VM >0, P(|An — E[4,] 2 M) Ny >

which implies that V[4,]'/?(A, — E[A,]) = Op(1) which was to be shown. The matrix case follows using
P(A, < 1I) < tr(E[A,]), where A,, < I means that A, — I is negative semi-definite. [ |

SA4.2 Proof of Lemma SA-2

Proof. The proof covers the case to the right of the cutoff. Everything follows symmetrically for the other
case. First, for any p,s € N

E[A, ,.s(h i (X; > o)r (Xih_ > (th_ ) ( > ﬂ (definition)
~>E ln(xi > o)r, (Xih_ ) r, (X"h_ VK (X : C)] (Assumption SA1)
e () () (5 s
= 7rp(u)rs(u)’K(u) F(hu+c)du=: Ty, (h). (u= (z —c)/h)
0

By Lemma SA-1 R R R
Ay ps(h) =E[A; po(R)] 4 Op(| VA4 ps(D)]]).

The generic element of Kﬁpys(h) is

1 & X,—c\' /X;—c
75 11X > ; i
— 2 (Xz_c)( - ) K( - >7 J € {0, ,p+ s}

Fix j € {0,--- ,p+ s}, then

v [nlh zj; 1(X; > c) (X,jc)j K (Xih_ C)]

= n}ﬂ VI1(X; > ¢) (Xih_ C>JK (Xih_ C)] (Assumption SAT)
1 Xi—C 2 Xi—c 2
Sk 1<X">C)( h ) K( h )]
1 i 2j 2 —17—1
:?h/u K(u)*f(uh+c¢)du=0(n""h™"), (u=(z—c)/h)
0

where the last equality follows because u? K (u)? f(uh + ¢) is integrable due to Assumptions SA2, SA5, and
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k > h. Hence | V[A4 ,4(h)]| = O(n~'h~1). Finally, we have A, o(h) = E[A 4 ,, «(h)] + Op(1/v/nh), which
was to be shown. |

SA4.3 Proof of Lemma SA-3

Proof. The proof covers the case to the right of the cutoff. Throughout the proof, we maintain that n is large
enough so that k < ¢+ h in Assumption SA3. Everything follows symmetrically for the other case. First,
note that

Aipp(h) Gia(h)

f+7pys(h): ~ ;A
Gia(h) Gys(h)

where

=N 1 n Xifc Xifc ' Xiic
A+7p7p(h)nhZ]l(Xizc)rp( W >I‘p< h )K( 5 )a

vox (Kime), (Kime), (Xime)'
W1®K< 3 ry, h % h )
R 1 n Xi_ Xi— Xi_ '
G+,3(h):EZI(XZZc) [WzWi@K( - C>r5< - C)rs( h C)]

Then, from Lemma SA-2 we immediately have

KJr»p,p(h) = K+,p,p(h) + OP(l/m)~

Consider the expectation of é+72(h). Using Assumption SA1 and the change of variable u = (z — ¢)/h:

%]l(Xi > ¢) {uw(Xi)' ® K (Xih_ C) K <Xih_ C> " <Xih_ C>H

- / s (uh + €)' © vy (u) v () K (u) fuh + ¢) du = Gy o(h),
0

The generic element of é+’2(h) is

1< X, —c\’ X, —c
72 1UX: > W,y - K 1, i .
nh g ( 1_6) 2 ( h ) ( h )7 ee{ ) 7d}7 ]6{0, 7p+8}

Fix e {l,---,d} and j € {0,--- ,p+ s}. Then

- #V 1(X; > )W - (Xih_ C>j K (X"h_ C)] (Assumption SA1)

< #E 1(X; > )W - (Xih_ C)Qj K (Xih_ C)T

= % OOMW[Q (uh + c)u™ K (u)? f(uh + ¢)du = O(n~'h™1), (u=(z—c)/h)
0
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where the last equality follows because of Assumptions SA2, SA5, and the fact that #W}(') is bounded in a
neighborhood of ¢, which is granted by Assumption SA3a and k > h. Hence, by Lemma SA-1

G 2(h) = G 5(h) + Op(1/Vnh).

Consider é+,3(h). Using a similar logic as above

S (Xih— c> . (Xih— c) r, (Xih— c”

E[G 3(h)] = ﬁ
/ wluh+¢) @ K (u)rs (u)rs (u) F(uh +c) du = Gy 5(h)
0

and for ¢,¢' € {1,--- ,d} and j € {0,---,2s}. Then

1 < X; —c g X;—c
—E 1(X; > )W )Wy - K
M nh i=1 ( Z_C) e ( h ) ( h >]

= #V 1(X; > c)WigWip - <Xih_ C>j K (Xih_ c)] (Assumption SA1)
1 X, —c 25 X, —c 2
SWE[(X>C)WW ( . ) K( . )1
_ 17E[ | Xi; =uh+ cu 2JK( ) fluh+ ¢)du = O(nilhfl) (u=(z —c)/h)
N nh M/ o - ) —
0

where the last equality follows because of Assumptions SA2, SA5, and the fact that EW2W2, | X; = uh+ (]
is bounded in [0, ¢ + h], which is granted by Assumption SA3e and k > h.

Last, we prove that f‘ p.s(h) is asymptotically invertible. To do so, note that by taking the limit as A — 0,
the continuity of f(-) (Assumptlon SA2), pw(-), and pww () (Assumption SA3a) give us that

Replh) = 1) [ Kty (), u) du+ 0(1) = Ay +01),
0

oo

Ga(h) = iy ® £(0) / K(u (w) du+ o(1) = rly ® Ay po+0(1) = G5 + o(1),
0

Gra(h) = s  £(0) [ Ko (wr.(a) du-+ o(1) = pww © Asv +0(1) = Gy + o(L).
0

Therefore,

lA"Jr’p,S(h) =T, ,s+0(1)+O0p(l/vVnh), where Ty, =

A+7p7p G+,2
/
G, Gy

which is non-singular by Assumption SA3g. |
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SA4.4 Proof of Lemma SA-4

Proof. First,

E[Ct posa(h)] =E

1 - X;—c X;—c X, —c atl
nth( P ’Wi)K< P )( B ) ]

K(u)rp s (u, pw (uh + ¢))u f(e + hu) du

I
o —y

= ) [ K@t -+ O,
0

Moreover, the generic element of E+,p,s,a(h) is either

1 n Xi—C Xi — C jratl .
TLhZﬂ(XZZC)K( A )( A ) 5 ]6{071,"'7]7},
i=1

or

Xi—c Xi—c Jatd
nh§ ﬂ(Xz_c)K( h >Wz ( h > o JE{0, 1, st Le{l,- d}

The variances of these elements are of order O(n~'h~1). Indeed, the variance of the latter is

1 X, —c X, —c\/Tett
N 1(X > oK (2 w, -
;(z_@ ( - )Wz ( - )
X — X, — 2(j+a+1)
]l(XZ 2 C)K2 ( Zh C) WiQ . < h C)

1 by ) 1
7/sz(uh+C)u2(]+a+1)K2(U)f(uh+0)=O —,
nh nh
0

3
>

where for the last equality we used Assumptions SA1 and SA5 and k > h. Then, Z'Jﬁp’s,a(h) = E[Eﬁp,s’a(h)] +
Op(1/v/nh) by Lemma SA-1. A similar argument goes through for @4 , s o (h).

The last part of the lemma follows by taking the limit as h — 0 and using the continuity of f(-) (Assumption
SA2), pw(+), and pww(-) (Assumption SA3a). [

SA4.5 Proof of Lemma SA-5

Proof. Fix h > 0 and define

so that we can write
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By the properties of fo-residuals, we get that E[w. ;(h)us ;(k)] = 0 and so E[Ly , s(h)] = 0. The variance
of Ly ps(h) is

nih Z wii(h)uyi(h)| = # SN Coviwy i(hyup i(h), wa j(R)uy ;(R)

i=1 j=1
- #V[Wﬂi(h)u*‘vi(h)] (Assumption SA1)
11
== E[wy, 1(h)W+,i(h)’u3_7i(h)] . (E[wy.i(h)uy i(h)] = 0)
=V (h)

By the law of iterated expectations and changing variables, we get

Vip,s(h) =
7f( b+ 9K () rp (u)rp (u)'E[ui’z(h) | X; = uh+ (] E[W; < J(h) | Xy =uh 4] ®@rp (u)rs (u)’ 4
2 E[quiﬂ(h) | Xi =uh+c®rs (u)rp (v)  E[W;Wu? 2R [ Xs=uh+]®rs (u)rs (u)’ ’

Finally, the last part of the lemma follows by taking the limit as h — 0, using the properties of compact kernels
(Assumption SA5), the continuity of f(-) (Assumption SA2), and the bounded conditional fourth moments
of (Y;, W!)" (Assumptions SA3d-SA3e), together with the Cauchy-Schwarz inequality and k > h. |

SA4.6 Proof of Theorem SA-1
Proof. Fix an arbitrary ¢ € R***\{0,,,,4}. Consider
b1 ps(h) = VheHy o (h) (04 p,s(h) = 0%, (1) = VRheTT, ()L s ().
By Lemma SA-3 and Lemma SA-5, we get
Ot pos(h) = b s (R) + op(1), b4 p,s(h) = Vnhe' F+1p s(MLy ps(h).
Then, by Lemma SA-5
VIVRAC T, (WL ps ()] = €' Qi pc+o(l), Dy p =T}, Vi, TTY

Positive definiteness of €2, ,, ; follows from the fact that it is a product of symmetric positive definite matrices
(Lemma SA-3 and Lemma SA-5). Finally, by appropriately scaling ¢ ,, s(h) by its variance, we can rewrite

it as
Zw+z Juy,i(h),

with

X; — X; —
wia(h) = (€ Qs p0) PETIL (WX, > C)K( = c) rps (hcw> JN/nh.

Therefore, {wy ;(h)us ;(h)}7 is a triangular array of mean-zero row-wise independent summands with
variance converging to 1 to which we can apply a Lindeberg-Feller CLT. To do so, we verify the Lindeberg
condition by showing that the stronger Lyapunov condition holds for the fourth moment. To see this, by

Assumption SA3
et k(2 e (2 @) s o (L
+.,p,s h p,s L y MW (T x)ar = nh )

> Eflws(h)us () /
25




where the final order comes from the change of variables u = *3-¢ and the fact that the resulting integral is

bounded by Assumptions SA2, SA3, and SA5. Therefore, we can conclude that
Vnhc'H, ,(h)T7

+,p,8

(MLt p,s(h) ~ N(0,¢'Q  sc).
As ¢ was chosen arbitrarily, by the Cramér-Wold device we get
vnhH, (h)r+1p s(ML ps(h) ~ N(O14p1d, Ry ps),

which was to be shown. [ |

SA4.7 Proof of Theorem SA-3

Proof. First, note that under the assumptions of Theorem SA-1, we get that

max L_ ; = op(1) and max Ly ; = op(1). (5)
i€[n] 1€[n]

The result above follows from Assumptions SA1, SA3, SA5, and Lemma SA-3.
Define wy ;(h) == 1(X; > 0)K (£i=¢) \/wy ;(h). First, note that
Ut ,i(h) = uyi(h) + 04 5(h),

where u+,i(h) =Y - Tp, s( i — ¢, W, )/ﬁfﬁ-p s(h’) and 6-‘1-,Z(h) = rp,S(Xi - W; ) ("‘91 D, s(h) - 5“!‘71775(}1’))'
Then, focusing on the “meat” part of the estimator, we get

S Xi—c
Vips(h) = wh ZW+,i(h)rp,s (zhvwz) Tp,s ( 7W1> u Ll
i=1
1 " Xi —C
=h D wri(h)ry (h7Wi) Tps ( SW) (:==Vi1(h)
i=1
1 n
+ 7]7, ZOJJr ,L I‘p s
i=1
2 < X, — X; — .
2wty (F ) ( . ) BuaWusih). (= Vaa(h)
i=1

For convenience, let V5% (h) denote V 1(h) when wy ;(h) = 1. Note that V5 (h) L V.. by the weak

law of large numbers. Then, it is immediate to see that Vi (h) = 2=£V¥ (h) and so Vi (h) SN Vs
Regarding the HC2-type estimator, it suffices to note that

1 - Xi —C
|VHC2< ) - Vf(i(h)‘ < (nhz Tp,s <hawi>

i=1
where the first term is Op(1) by Assumptions SA1-SA3 and the second term is op(1) due to (5). A similar
argument works for the HC3-type estimator.

2 1
“iz(h)> : ‘1 -1

— MaX;e(n] L;

At this point, if we show that V4 ;(h) N 0,7 = 2,3, then we have established the consistency of our
estimator for the variance of the RD estimator. Let’s start with Vi 5(h):

Xifc 2
s | —— W,
s (45w

2

1 - Xz —C 2 -~ *
V(W) < 53 e h e (S W) [ (Beeh) = 0,00
=1
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4

Xifc
s|— Wi
e (B,

~ N 2 1 &
< |Hy o () (B (h) = 0%, )| mmax ooy ()] — >

1€[n]

The first term on the right-hand side is Op(n='h=1) by Theorem SA-1, the second term is Op(1) by (5),
whereas the third term is Op(1) as it converges in probability to its expectation which is

/ F(uh+ VK () |2, (ut, iy (wh + )| s
0

which is finite because of Assumptions SA2, SA3, and SA5. Therefore, V4 o(h) = op(1).

Then
Xi —C 3
D,8 (h,Wz)‘ [ugi(h)].

The first term on the right-hand side is Op(1/v/nh) by Theorem SA-1. The second term is Op(1) by(5). To
see that the third term is Op(1), note that by the Holder’s inequality

X —
o[ (5w)

which is finite because of Assumptions SA2, SA3, and SA5. Therefore, V4 3(h) = Op(1/vnh) = op(1).

Vo] < By () (945 (h) = 9%, () |- max s

i€[n]

3/4

3
luti(h ] /fuh+c w) |rp.s (u, pow (uh + ¢))]? du E[ul ;(h)]"/4,

In conclusion, we showed that
3
Vips(h) = Vi(h)

where V4 4 (h) converges in probability to V4 , s(h) and the other terms are all op(1). Moreover, Lemma

SA-3 gives us 1"+ ps(h) N I‘+1p - Hence, by Slutsky’s theorem

0 P
V+7V7P,S(h) — V—‘nu,p,s- [ |

SA4.8 Proof of Lemma SA-6

Proof. Let ¢ :=pV s. First of all, if we take a (¢ + 2)-th order Taylor expansion of 4 (-, w) around ¢, we get

9%, () = H L(mTTL (h)E [;L]l(X,- > oK (Xi — C) Ty (Xl' — C,wi> H(Xi,wi)}

+,p,8 +.p,8 h h
_ ~ (P+1)<C) - oz(p+2)(c)
:,'9 s H—l h T s h —1 hp-‘rl s h L hp+2 s h -+ \
+,p, + p,s( ) +,p, ( ) < C%p, ,p< ) (erl)! + C+,p, 7p+1( ) (p+2)!

—1 s+1~= + s+2 = +
+ Hp,s(h)r-i-,p,s(h) (h P+.p,s, S(h) W h P+,p,8,5+1 (h) m
+ 0(h2+p/\s)7
where
5+,p,s7a /K u)ry, s (u, pw (uh + ¢))u®tt f(uh + c) du,
0
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() (uh + ¢’

wt f(uh + ¢) du.
Hww ('LLh + C) ® rg (u) ( )

Brnealh) = [ K(w)
0

The o(h*tP"%) term comes from the integral form of the remainder of the Taylor expansion. Suppose p = s.
The remainder is of the form

oo wh-+c (p+3) w
vi(h) = //K (w)rp s (u, w) / <W(uh +c— t)p+2> dtfx,w(uh + ¢, w) dw du.

0 Rd

Being ufH) (z,w) continuous by Assumption SA3b, k > h, and using Assumptions SA2 and SA5, we get

v (h) = o(h**P).

Whenever s # p, the remainder v (h) includes additional terms we ignored in the linearization above. These
terms will always include either a¥)(c), £ > p + 3 or A¥)(c),£ > s + 3 and be of order o(h**?) and o(h>**),
respectively.

The last part of the lemma follows by taking the limit as nh — co and h — 0 and relying on Lemma SA-3
and SA-4. n
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